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Abstract

Monte Carlo methods are widely used in modern scientific research
and technology. Using Monte Carlo methods is the best way to deeply
understand and study complex statistical methods. In this paper, we
will use Monte Carlo methods to create sampling distributions, con-
fidence intervals, and test hypotheses for comparing two population
means for modified t-test allowing unequal variances.
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1 Introduction

Monte Carlo simulation is an effective method for approximating complex
systems using random sampling. Monte Carlo methods generate random
samples from a probability distribution related to the problem and use these
samples to estimate the desired quantity or behavior. In this paper, we use
Monte Carlo simulations [5] to sample from two normally distributed pop-
ulations and compare their mean values. The first population has a mean
of 20 and a standard deviation of 5, while the second has a mean of 20 and
a standard deviation of 15. Figure 1 shows density plots of these distri-
butions. The standard deviation of the second population are three times
larger than the corresponding standard deviation of the first population. To
compare the means of two populations during simulation, the Welch’s test
[1] for two samples employed. A sample of size ten was drawn from each
normally distributed population using Monte Carlo simulation. During the
calculations, 10,000 simulations were run. The sampling distribution of the
Welch’s statistic was developed using 10,000 simulations. We conducted
statistical analyses and created visualizations using the R programming
language [3].
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Figure 1: Two normal distributions with the same mean and with different
standard deviation.

2 Welch’s Test

Welch’s t-test assumes that both groups of data are sampled from Gaussian
populations, but does not assume those two populations have the same
standard deviation [2].

Welch’s test is based on the statistic

t =
x1 − x2√
s21
n1

+
s22
n2

.

Where x1 and x2 are sample means, s1 and s2 are corrected sample
standard deviations, and n1 and n2 are sample sizes in each group. Welch’s
test statistic follows a t-distribution. The degrees of freedom are equal to
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3 Sampling Distribution of Welch’s Test

The sampling distribution of a statistic represents the range of values that
the statistic can take across all potential samples of identical size drawn
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from the same population. The sampling distribution depicts the theoreti-
cal pattern that would arise if we were to examine every conceivable sample
of equivalent size from population [4].

Figure 2: The histogram of the sampling distribution for Welch’s statistic.

A set of ten observations was sampled from each population follow-
ing a normal distribution (Figure 1) through Monte Carlo simulation. By
selecting multiple samples from two populations that follow a normal dis-
tribution and computing Welch’s statistic for each, we can generate the
sampling distribution for Welch’s statistic. Figure 2 displays the histogram
of the sampling distribution for Welch’s statistic [6]. The sampling dis-
tribution of a statistic is the distribution of values taken by the statistic
in all possible samples of the same size from the same population. The
values of Welch’s statistic fluctuate across different samples, yet they are
centered around the 0. While some samples exhibit Welch’s statistic values
below 0 and others above it, there is no consistent bias toward being consis-
tently lower or higher. Figure 2 illustrates that the sampling distribution
is symmetric.

4 P-Values and Confidence Intervals

For each of the 10,000 samples drawn from two normally distributed popu-
lations, we constructed 10,000 95 percent confidence intervals using Welch’s
test and calculated P-Values for the two-sided hypothesis. Out of the 10,000
confidence intervals, 9,507 (95%) encompassed the population parameter,
and 493 (4.93%) of the P-Values were less than the 0.05 significance level
[6]. Figure 3 displays a boxplot diagram of P-Values, clearly illustrating
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that a very small percentage of P-Values are less than 0.05.

Figure 3: Boxplot diagram of P-Values.
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