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Nonlinear partial differential equations describe numerous real-world processes,
including a important mathematical model for vein formation in plant leaves, pro-
posed by Mitchison as follows [1]:
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where s(z,y) is the concentration, Di(z,y) and Dy(z,y) are the diffusion coeffi-
cients for flux parallel to the z and y axes respectively, fi, fo are given functions
of their arguments.

Investigations for one-dimensional analog of system (1) are carried out in [2].
Many mathematical models describing the similar diffusion processes are also pre-
sented and discussed in various papers (see, for example, [2]-[7] and references
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therein). In the direction of biological modeling it is necessary to note the follow-
ing work [8].

Beginning from the basic works [9]-[11] the methods of constructing of effective
algorithms for the numerical solution of the multi-dimensional problems of the
mathematical physics and the class of problems solvable with the help of these al-
gorithms were essentially extended. Currently there are some effective algorithms
for solving the multi-dimensional problems (see, for example, [12]-[14] and refer-
ences therein). These algorithms mainly belong to the methods of splitting-up or
sum approximation. Some schemes of the variable directions are constructed and
studied in the following works [15]-[20].

In the presented article two different approaches were applied to construct ap-
proximate solutions of the initial-boundary value problem for the system of equa-
tions corresponding to a two-dimensional nonlinear model (1). The first approach,
described in the presented note, uses a decomposition method based on an aver-
aged model studied in [3]. An appropriate scheme and necessary algorithms for
computer implementation were built as well as the program codes were compiled.
Numerical experiments were conducted for various tests and some results of those
experiments are presented here. The second approach uses a variable direction dif-
ference scheme [4]. Necessary algorithms for computer realization were built for
this method too. The number of operations was determined for both methods. The
time required for the execution of the algorithms and the accuracy of the numerical
experiments have been compared for both approaches. An analysis of the obtained
results was carried out, and appropriate conclusions were done.

InQ=QxT =[0,1] x[0,1] x [0, T], where T is positive constant, let us consider
the following initial-boundary value problem for the two-dimensional system based

on general model (1):
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with initial

U(I, Y, 0) = Uo(l‘, y)?
‘/1(5[573]70) :VIO(xay)v (3)
VQ(CE, Y, O) = VQO(IE, y)7
and boundary conditions
U(z,0,t) =U(z,1,1),
U(anvt) - U(17y7t)7 (4)
tel0, 7], (x,y)€]|0,1].
Here go, Uy, Voo, = 1,2 are given sufficiently smooth functions satisfying the

following conditions:
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where go, Go, G1 in (5) are some positive constants.

This study explores the numerical solution of the problem (2)-(4) using the
following two approaches: a variable direction difference scheme and a difference
scheme corresponding to the average method.

We will use the following known notations for the grid construction on domain

Q:
wp = {(z,y) = (ih,jh), i,j=0,1,...M, Mh=1},
wip ={(z,y) = ((t = 1/2)h,jh) i=1,2,...M, j=0,1,...M, Mh=1},
wop = {(z,y) = (th,(j —1/2)h) i=0,1,...M, j=1,2,.,M, Mh=1},

wp = QNDp, Yh=Wh/wh, Wp=wpUp,
wr ={ty =k7r, k=0,...K, Kr=T},
th:wh X Wr, wahT:wah X Wr, Oé:].,2

Following to the known notations [13], in equations below the difference scheme
of variable directions is presented for the problem (2)-(4):

ue = (V1z), + (Valing), ,

ug = (V1Uiz), + (@@y)y )
vy = —01 + g1 (v1, u1z)
Vot = —Ua + g2 (v2, uzyg) ,
ui(z,y,0) = uz(x,y,0) = Uo(z,y), (x,y) € Wh,
vi(z,y,0) = Vig(z,y), (2,y) € W1n,
va(2,y,0) = Vao(,y), (7,y) € Wan,
ui(x, t,t) = ug(x,y,t) =0, (z,y,t) € Y4 X wr.

To find an approximate solution on a new layer in the above-mentioned scheme,
system of equations is solved in sequence for v1, w1 functions and then for functions
U9, Ug by using solutions for v7, 1. The final approximate solutions for the target
layer are us, U1, V2. After moving to a new layer, the initial conditions for vy, ve, uy
and uo functions are defined by the solutions that were derived from the previous
layer.

For describing the second approach of numerical solution of the problem (2)-
(4), let us consider the following difference scheme corresponding to the average
method:
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uy = (V1uiz), , uz = (Valing),

v = =01 + g1 (vi,uiz), v = —U2 + g2 (v2, u2y) ,
ui(z,y,0) = ug(x,y,0) = Up(z,y), (z,y) € Wy,
v1(z,9,0) = Vio(x,y), (2,9) € Wi,
va(z,9,0) = Vao(,y), (2,9) € Wan,
ui(x,t,t) = ug(x,y,t) =0, (z,y,t) € Y X wr.

To find approximate solutions at all points in ¢t = t; layer, (uj,v1) and (ug,v2)
approximate solutions at these points are found at the same time from the above-
mentioned scheme. The final approximate solution for the current layer is w, v, vg
where u = nyuy + naug, mn2 > 0, m + n2 = 1. After moving to a new layer, the
initial conditions for v; and vy functions are defined by the solutions from the
previous layer, while the initial conditions for u; and us functions are defined by
function u that was derived from the same previous layer.

Table 1. CPU time and error for solution U, V4, Vs for variable directions difference scheme (6).

t CPU Time ERRORS
U Vi Vo
0.2 2.74E-01 1.08E-04 2.87E-05 1.66E-07
0.4 4.83E-01 3.90E-04 2.18E-05 1.22E-06
0.6 6.83E-01 3.70E-04 1.80E-05 5.16E-06
0.8 8.72E-01 8.67E-05 3.72E-05 9.11E-06
1.0 1.08E+00 7.14E-15 7.98E-05 9.53E-06

Examination of the algorithms presented in numerical methods can be carried out
using different parameters but there are usually two important factors: accuracy
and computation time.

In our case, to compare the accuracy of the above-mentioned methods, the maxi-
mum absolute values of the differences at the same points are selected and compared
to each other.

In the following experiment, the right side is chosen so that the exact solution

Uz,y,t) = 2y(1 —2)(1 —y)(1 +1),
Vi(z,y,t) = zy(l —x)(1 —y)(2+t +°) + 1,
Va(z,y,t) = ay(l —2)(1 —y) 2+t +°) + 1.

We have chosen function g, (£

follows

)



Table 2. CPU time and error for solution U, V;, V5 for average method (7).

t

0.2
0.4
0.6
0.8
1.0

CPU Time

2.24E-01
4.02E-01
5.84E-01
7.66E-01
9.38E-01
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ERRORS
U %]

9.14E-04 2.39E-04
7.82E-04 5.43E-04
5.66E-04 9.21E-04
6.03E-04 1.38E-03
1.33E-14 1.94E-03

Va
2.33E-05
5.30E-05
2.98E-05
3.44E-05
8.77E-05
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Numerical experiments allow us to conclude that the averaged method can be
executed faster than the variable directions difference scheme. This fact was ex-
pected because of the averaged model algorithm computes data on a new layer in
parallel, while in variable directions difference scheme it goes in sequence. Also, the
number of operations is less in the case of the averaged model scheme compared
to the variable directions difference scheme.
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By analyzing the maximum discrepancies between exact and approximate solu-
tions on the same layer for both methods, the variable direction difference scheme
demonstrates better accuracy compared to the corresponding averaged method dif-
ference scheme. This can be explained by the inherent nature of difference schemes.
In the variable directions approach, the equations governing the U function retain
their two-dimensionality. Conversely, the averaged method reduces the U function
to a system of one-dimensional equations, potentially introducing a loss of accuracy.
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Figure 2. Errors for U using variable directions difference scheme and average
method.
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Figure 3. Errors for V; using variable directions difference scheme and aver-
age method.
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Figure 4. Errors for V5 using variable directions difference scheme and aver-
age method.
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