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Abstract

We consider the initial boundary value problem for a nonlinear
integro-differential equation that describes the vibration of a beam.
We constructed an algorithm to numerically solve the problem. We
solved test example to demonstrate the effectiveness of constructed
algorithm. the results are presented in the form of tables and graphs.

Keywords and phrases: J. Ball equation, Galerkin method, differ-
ence scheme, iteration method

AMS subject classification (2010): 35120, 65H10, 65M60.

1 Introduction
Consider the initial boundary value problem
Ut (I‘, t) + 5Ut (CL‘, t) + YUzraat (xa t) + QUggrsr (xa t)

_ <5 + p/OL ug(x,t)dx> g (7, 1)

L (1)
-0 </ um(m,t)uxt(ac,t)dx> Ugg(x,t) = f(x,t),
: O<z<L, 0<t<T,
with the initial boundary conditions
w(z,0) = ul(z), wu(z,0) =ul(x), @)

w(0,t) =u(L,t) =0, uge(0,t) = uge(L,t) = 0.
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here «, 8,7,0,0 and p are given constants, where a,y, o and p are positive
numbers. Additionally, u°(x) € W2(0, L) and u!(z) € Ly(0, L) are given
functions that satisfy the conditions

u®(0) = w®(L) = ' (0) = u!(L) = 0.

Furthermore, if 6 < 0, then [§] < 7 (%)4, and if 8 < 0, then « (%)2 > |B].

The equation (1) was derived by J. Ball [1] using the Timoshenko theory,
and it describes the vibration of a beam.

To numerically solve the homogeneous equation corresponding to prob-
lem (1), (2), an algorithm was proposed in [2]. In [3], an algorithm for the
numerical solution of this problem is proposed, which, like the algorithm
built in [2], consists of three components. An implicit symmetric difference
scheme is used as the second component. The algorithm proposed in [3] is
generalized in [4] for problem (1), (2). A test example is solved. Results
are presented as tables for exact and approximate solutions. The algorithm
proposed in [4] is used in [5] to solve five test examples. The results are
presented in the form of an error table. In [6], using the algorithm devel-
oped in [2], the homogeneous equation corresponding to equation (1) with
initial boundary conditions for an iron beam is solved. Calculations are
performed for three different values of the parameter . The results are
presented in the form of tables.

We have generalized the algorithm proposed in [2] for the problem (1),
(2). Below, we briefly describe the algorithm and demonstrate its effective-
ness using a test example.

2 Algorithm

2.1 Galerkin method

The solution of problem (1), (2) is sought in the form of a finite sum
T

n
Un (2,8) = D uni(t) sin —— .
=1
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The coefficients wu,; are found using the Galerkin method from the system
of ordinary differential equations

ul(t) + (a T (2)4) (1)
4 2

with the initial conditions
. _ 40 / _ 1 -
uni(0) =a;, u,;(0)=a;, 1=1,2,...,n,

where

2.2 Difference scheme
let’s introduce the notation
T

Yni(t) = ul; (1),  zni(t) = fum(t), i=1,2,...,n.

In this notation, the system (3) takes the following form

Yni(t) + <5 +7 <Z£F>4> Yni(t)

+ a(?) +% ﬁ+p§ZZ?Lj(t)
= (@

L n ‘7’(
+ Uzzleynj(t)znj(t) Zni(t) = fi(t),
]:
i) = Tynalt), =12,
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yui(0) = al,  zi(0) = Taf,
Problem (4), (5) is solved using the difference method. On the time
interval [0, 7] is introduced grid with step 7 = % and nodes t,,, = m7, m =
0,1,..., M. On the m-th layer the approximate values y,;(t) and z,;(t) are
denoted by y,: and 2.
Then is used a Crank-Nicolson type scheme

-1 . 4 —1
Yni =Yni o (5 (TT) ) Vit Y
T L 2

1=1,2,...,n. (5)

. 3 . n m\2 m—1\2
i i L (an) + (25 )
+ |a <) +—(B+r5> !
L L 2 = 2
I, n j7T (ym _|_ym'71)(zm‘ _|_Zm'71) Hm —I-Zm-_l 1 (6)
i 0727 nj nj nj nj ni ni _ fm 2
2 = L 4 2 ’ ’
m m—1 . m m—1
Zni  *ni — T Yni 1 Yni
T L 2 ’
m=12....M, i=1,2,...,n,
T .
Yni(0) = a}, zni(0) = fa?, 1=1,2,...,n. (7)

Here

-

FE = S Ultm) + filtm1)

2.3 Iteration method

System (6), (7) is solved layer-by-layer. For fixed m the counting is carried
out by the formula

—1 . 4 m m—1 . 3
Yni k1 — Yni i Yni k1 T Yni i
A L e b S 5 _ e Tt _
. L AN 5 +la( 7

. —1\2 n m )2 m—1\2
i L (ZZ;,};H)Q + (zp; ) L (Znj)” + (25 )
i Cae ) MEP S
i
+ JEiI (Yni g1 + yﬁé‘l)(%,kﬂ +2m )
2 L 4

. —1 —1 —1
L~ gm W + Yy )i 205 ) || Zaiprs 20 med
toR 2T 1 T
Jj=1

i

(8)
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Znikil ~ Zni 0T Yni k1 + Yni
T "L 2 ’ (9)
m=12 ... M, =12 ...,n,

1

m
ni,k+p
imations for y% and 2z}, 7 = 1,2,...,n,p = 0,1. y

1,2,...,n, are the known values and

where Yni ktp and z are respectively the (k + p)-th iteration approx-

m—1 and mel

ng ni 1t =

0 1 0 J™ o .
Yni = Qi Zni = 74, 221727'

7 cy N
From (9) we have
L zm — mel
—1 ni,k+1 ni
Vs =~y 2 kL T (10)
Substituting this expression for y;% , | in (8) we obtain

m _ ,m-1 m—1
m—1 2Lzm,k+1 Zni Yni
“Yni T2 -
17 T T

. 4 m m—1
T L zy; — 2
+ <5+7<L> >mmk+lTM+

(#y)2+ ()2 LS () + ()
2 2 2 (11)

3

i L
A D)

m m—1 m —
N a£ (zri ka1 — Zni ) (Znigar T Zni
4 T

n m m—1 m — m
L (an,k ~ Znj )(an,k + 25 Zni k41 T Zni m—1
Jj=1

J#i

From (11) after some transformation we get cubic equations with respect to
Zpi w1 for each 4. By solving these equations using the Cardano’s formula
we obtain

(12)

where

1

L1
S; 2 3\2\°’

Tip = ((—1)1’2" + (i + 227> (13)
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and
8 2 s ir\? L21+1 i\ 2
= || - — ) —T5al
v L(p-i-%) T v L it) T 2 L
1 " 2 1 1,2 p— 2 1\2 (14)
+38] + Doma — gem Y
j=1 P T j=1
J#i
S CHED L . I 2
! 27 ir(c+71p)  3L(p+2) i) T2
. 4 2 . 2
T L 1 T
—4 16 — — | - -
(o (5)) (E) Henl) o
p - P— 2 8 m—j
+ 7(Zm‘—1)2 (Zm'k)2 + Z; (Zm‘—1)2 o 7]0 2
3m %: " p+T; " im (p+2)"
JF

(15)

After finding the coefficients z)7; ;. | using formulas (12)-(15) and (10), the
approximate solution of problem (1), (2) for ¢ = t,, is written as the sum

L ITX
Uu xXr) = 2, . S11 ——.
n,k( ) i ni,k I

=1
3 Test Example

Let L=1,T=1,aa=1.0,8=-1.0,v =1.0,0 = —1.0,p = 1.0,0 = 1.0
and

f(x,t) = = (325 — 5at + 22)(Fsint + cost) — 120(3z — 1) (ysint

22
—acost) — 60z%(x — 1) |8+ 7(pcost — osint)cost| cost;

u’(x) = 32° — 52t + 2z, ul(z) = 0.

The exact solution is the function u(z) = (3z° — 5a* + 2x)cost. The
algorithm is applied with n = 3 and M = 5. The algorithm error for ¢t = t,,
is calculated using the formula

et = (@, tm) — ug (€) ]| L2(0,1)- (16)

The calculations were performed using GNU Octave software. The results
are presented below in tables and graphs.
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Table 1: Iterations number
tm 04 06 08 1.0

E 6 6 6 6

Table 2: Values of the algorithm error
tm 0.4 0.6 0.8
er', 0.0015555 0.0015291  0.0015921

1.0
0.0017111

Table 1 contains the numbers of iterations on each layer t = t,,.

Table 2 contains the values of the algorithm error for ¢ = ¢,,, calculated
using formula (16).

Table 3 contains the values of the exact solution of problem (1), (2) at
chosen points.

Table 3: Values of the exact solution

tx | 0.0 0.25 0.5 0.75 1.0
0.0 | 0.0 0.483398438 0.781250000 0.629882813 0.0
0.4 | 0.0 0473762652 0.765677014 1.178686040 0.0
0.6 | 0.0 0.445239445 0.719578902 0.580160489 0.0
0.8 | 0.0 0.398965947 0.644793449 0.519864718 0.0
1.0 | 0.0 0.261181290 0.422111177 0.340327136 0.0

Table 4 contains the values of the approximate solution of problem (1),
(2) at chosen points.

Table 4: Values of the approximate solution

tx | 0.0 0.25 0.5 0.75 1.0
0.0 | 0.0 0.483315329 0.781035854 0.630364693 0.0
0.4 | 0.0 0473761274 0.765588763 0.617891951 0.0
0.6 | 0.0 0.445473066 0.719852146 0.580961999 0.0
0.8 | 0.0 0.399544655 0.645598300 0.521008456 0.0
1.0 | 0.0 0.262489255 0.424054209 0.342157753 0.0

Fig. 1 presents the graphs of exact and approximate solutions on layer
t=0.4.
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Figure 1: Graphs of exact and approximate solutions

Fig. 2 presents the graphs of exact and approximate solutions on layer
t=1.0.
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Figure 2: Graphs of exact and approximate solutions

Fig. 7?7 presents the graph of approximate solution of problem (1), (2).
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The graph of the approximate solution

Figure 3: Graph of approximate solution

4 Conclusion

Based on the obtained results, it can be concluded that the numerical
algorithm for solving problem (1), (2) is highly effective.
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