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Abstract

In the present paper dynamical three-dimensional model for linearly elastic shells

in curvilinear coordinates is considered and a hierarchy of two-dimensional models of

the corresponding initial-boundary value problem is constructed. The well-posedness

of the two-dimensional problems is investigated in suitable spaces and the accuracy of

approximation of the solution to the original problem by the vector functions restored

from the solutions of the reduced problems is estimated.
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The two-dimensional models of elastic shells are widely used for con-
structing various engineering structures and hence investigation of dimen-
sional reduction algorithms and justification of mathematical models of
elastic shells is important both from practical and from theoretical point
of view. In the paper [1] I. Vekua suggested a new method of constructing
the two-dimensional models for prismatic shells in the theory of elastic-
ity. In order to reduce the three-dimensional boundary or initial boundary
value problems to two-dimensional ones, I. Vekua expands the components
of displacement vector function, stress and strain tensors into orthogonal
Fourier-Legendre series with respect to the plate thickness variable x3 and
multiplying the constitutive equations by Legendre polynomials and inte-
grating them with respect to x3 an infinite system with unknown vector
function defined on two-dimensional domain is constructed. Then, consid-
ering only the first N + 1 terms of the expansions and the corresponding
N + 1 equations, a sequence of two-dimensional models of linearly elastic
prismatic shells was obtained. Note that I. Vekua considered the three-
dimensional problems and reduction algorithms only in the spaces of clas-
sical smooth enough functions and did not investigate the relation of the
constructed two-dimensional models to the original problem. These issues
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first were studied in the papers [2, 3]. More precisely, in the static case the
two-dimensional boundary value problem obtained by I. Vekua was investi-
gated in Sobolev spaces in [2] and the rate of convergence of the sequence of
vector functions of three variables restored from the solutions of the reduced
problems to the solution of the original problem in the spaces of classical
regular functions was estimated in [3]. Later on, static and dynamical
hierarchical models for prismatic shells constructed using Vekua’s dimen-
sional reduction method were systematically studied in Sobolev spaces in
the papers [4-7].

It should be pointed out that the reduction method considered in [1]
for prismatic shells and its generalizations are widely used for construct-
ing lower-dimensional approximations of various problems in the theory of
elasticity and mathematical physics [8-20]. Particularly, in [8, 11], under
certain geometric assumptions, there were obtained two-dimensional mod-
els for thin shallow shells and further, applying Vekua’s reduction method,
were constructed two-dimensional models for linear nonshallow shells in
[12] and for nonlinear nonshallow shells in [16]. Note that in the papers
devoted to the construction of two-dimensional models of shells there are
mainly considered such diffeomorphisms defining the shell, that their com-
ponents are polynomials with respect to the thickness variable x3. In the
present paper we consider the dynamical three-dimensional model for lin-
early elastic shell in curvilinear coordinates defined by an arbitrary twice
continuously differentiable diffeomorphism. Applying I. Vekua’s idea to
variational formulation of the corresponding initial boundary value prob-
lem, we construct a hierarchy of two-dimensional models for elastic shell.
Moreover, we show that the vector functions of three variables restored from
the solutions of reduced problems can be considered as approximations to
the solution of the original three-dimensional problem and we estimate the
rate of approximation.

Shell is an elastic body occupying a reference configuration of a spe-
cific shape, consisting of all points within a given distance from a certain
surface. Consequently, when constructing two-dimensional models of elas-
tic shells instead of Cartesian coordinates, it is more convenient to use
curvilinear coordinates that follow the geometry of the shell in a most
natural way. Thus, first let us consider the three-dimensional model of
linearly elastic body in curvilinear coordinates with initial configuration
Ω∗ = θ(Ω), where Ω ⊂ R3 is a bounded Lipschitz domain, θ is a twice
continuously differentiable diffeomorphism of Ω onto Ω∗, such that the vec-
tors gi(x) = ∂θ(x)/∂xi, i = 1, 2, 3 are linearly independent at all points
x = (xi)3i=1 ∈ Ω, where Ω and Ω∗ denote the closures of the domains Ω
and Ω∗, respectively. The coordinates xi (i = 1, 3) of x defined by θ are
called the curvilinear coordinates x∗. The triplets of vectors {gi(x)}3

i=1 and
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{gi(x)}3
i=1 form the covariant and contravariant bases, respectively, at the

point x∗ = θ(x), where gj(x) · gi(x) = δij , for all i, j = 1, 3, δij designates
Kronecker’s symbol and a · b is the Euclidean scalar product of vectors
a, b ∈ R3. The mapping θ defines the metric tensor of the domain Ω∗

with covariant (gij)3i,j=1 and contravariant (gij)3i,j=1 components and the
Christoffel symbols Γp

ij which are given by

gij = gi · gj , gij = gi · gj , Γp
ij = gp · ∂igj , i, j, p = 1, 2, 3.

We study boundary value problems for elastic shell applying variational
methods in suitable functional spaces. For each real s ≥ 0, we denote by
Hs(Ω) and Hs(Γ̃) Sobolev space of order s based on H0(Ω) = L2(Ω) and
H0(Γ̃) = L2(Γ̃), respectively, where Γ̃ is an element of a Lipschitz dissection
of the boundary Γ = ∂Ω [22]. The trace operator from H1(Ω) into H1/2(Γ̃)
we denote by tr

Γ̃
. Hs

0(Ω) denotes the closure of the set D(Ω) of infinitely
differentiable functions with compact support in Ω in the space Hs(Ω). The
spaces of vector-valued functions we denote by Hs(Ω) = [Hs(Ω)]3,Hs

0(Ω) =
[Hs

0(Ω)]3,Hs(Γ̃) = [Hs(Γ̃)]3, s ≥ 0. The generalized derivative with respect
to the variable xi we designate by ∂i (i = 1, 2, 3). For Banach space X,
C([0, T ];X) is the space of continuous vector functions on [0, T ] with values
inX. Lm(0, T ;X), m ≥ 1, denotes the space of measurable vector functions
h : (0, T ) → X such that ‖h‖X ∈ Lm(0, T ) and the generalized derivative
of h we denote by h′ = dh/dt.

Let us consider the linear dynamical three-dimensional model of elastic
shell which consists of homogeneous and isotropic material with the Lamé
constants λ, µ. Assume that the shell is clamped along the part θ(Γ0) of
Lipschitz dissection of the boundary θ(∂Ω), a surface force with density
σ∗ = (σ∗i)3i=1 is acting on the remaining part θ(Γ1), Γ1 = ∂Ω\Γ0, of the
boundary and the shell is subjected to applied body forces with density
f∗ = (f∗i)3i=1. The corresponding initial boundary value problem admits
the following variational formulation [23], when it is expressed in terms of
the curvilinear coordinates: Find a vector function u ∈ C([0, T ];V(Ω)),
u′ ∈ C([0, T ];L2(Ω)), which satisfies the equation

d

dt

3∑
i,j=1

∫
Ω

√
ggiju′jvidx+

3∑
i,j,p,q=1

∫
Ω

Aijpqep||q(u)ei||j(v)
√
gdx =

=
3∑

i=1

∫
Ω

f i√gvidx+
3∑

i=1

∫
Γ1

σi√gtrΓ1(vi)dΓ, ∀v ∈ V(Ω), (1)

in the sense of distributions in (0, T ), together with the following initial
conditions

u(0) = ϕ, u′(0) = ψ, (2)
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where ϕ = (ϕi)3i=1 ∈ V(Ω) = {v = (vi)3i=1 ∈ H1(Ω); trΓ0(vi) ≡ 0, i = 1, 3},
ψ = (ψi)3i=1 ∈ L2(Ω), Aijpq = λgijgpq + µ(gipgjq + giqgjp) are the con-
travariant components of the three-dimensional elasticity tensor, ep||q(v) =

1/2(∂pvq + ∂qvp)−
3∑

i=1
Γi

pqvi designate the covariant components of the lin-

earized strain tensor in curvilinear coordinates, g is the determinant of the
matrix (gij)3i,j=1, f

i, σi are the contravariant components of the applied
body and surface force densities, respectively, ui are the covariant compo-

nents of the displacement vector field
3∑

i=1
uig

i (i, j, p, q = 1, 3). The bilinear

form with respect to u and v in the left-hand side of the equation (1) we
denote by A(u, v) and let L(v) be the linear form in the right-hand side
of (1).

For the formulated three-dimensional problem (1), (2) we have the fol-
lowing theorem.

Theorem 1. If the Lamé constants λ, µ are such that µ > 0, 3λ +
2µ > 0 and f ∈ L2(0, T ;L2(Ω)), σ, σ′ ∈ L2(0, T ;L4/3(Γ1)), ϕ ∈ V(Ω),
ψ ∈ L2(Ω), then the problem (1), (2) possesses a unique solution u, which
satisfies the energy equality

(Gu′(t),u′(t))L2(Ω) +A(u(t),u(t)) = (Gψ,ψ)L2(Ω) +

+A(ϕ, ϕ) + 2L̃(u)(t), ∀t ∈ [0, T ], (3)

where G = (Gij)3i,j=1 is 3 × 3 matrix with (i, j) element Gij = gij√g,
i, j = 1, 3, and

L̃(u)(t) =

t∫
0

(
√
gf(τ),u′(τ))L2(Ω)dτ + (

√
gσ(t), trΓ1(u(t)))L2(Γ1)−

−(
√
gσ(0), trΓ1(u(0)))L2(Γ1) −

t∫
0

(√
gσ′(τ), trΓ1(u(τ))

)
L2(Γ1)

dτ.

Note that the formulated existence and uniqueness theorem for the
three-dimensional problem in curvilinear coordinates is a consequence of
more general result for an abstract second order evolution problem. More
precisely, let V and H be Hilbert spaces, V is dense in H and is contin-
uously imbedded in it. The dual space of V we denote by V ∗ and H is
identified with its dual space with respect to the scalar product, then we
have V ↪→ H ↪→ V ∗, with continuous and dense imbeddings. The duality
relation between the spaces V ∗ and V we denote by 〈., .〉.

Assume that a and l are bilinear forms on H ×H, b1 is a bilinear form
on V × V and b2 is a bilinear form on (V × H) ∪ (H × V ), which satisfy
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the following conditions for all u1, v1 ∈ H, u2, v2 ∈ V ,

a(u1, v1) = a(v1, u1), a(u1, u1) ≥ β ‖u1‖2
H , β > 0,

|a(u1, v1)| ≤ ca ‖u1‖H ‖v1‖H , |l(u1, v1)| ≤ cl ‖u1‖H ‖v1‖H ,
(4)

b1(u2, v2) = b1(v2, u2), |b1(u2, v2)| ≤ cb1‖u2‖V ‖v2‖V ,

b1(u2, u2) ≥ β1‖u2‖2
V − β2 ‖u2‖2

H , β1 > 0, β2 ∈ R,
(5)

|b2(ũ, ṽ)| ≤
{
cb2‖ũ‖V ‖ṽ‖H ,

cb2‖ũ‖H‖ṽ‖V ,

∀ũ ∈ V, ṽ ∈ H,
∀ũ ∈ H, ṽ ∈ V.

(6)

Let us consider the following variational problem: Find a vector function
y ∈ C([0, T ];V ), y′ ∈ C([0, T ];H), which satisfies the equation

d

dt
a(y′(.), v) + b1(y(.), v) + b2(y(.), v) +

+l(y′(.), v) = (F (.), v)H + 〈F̃ (.), v〉, ∀v ∈ V, (7)

in the sense of distributions in (0, T ), together with the initial conditions

y(0) = y0, y′(0) = y1, (8)

where y0 ∈ V, y1 ∈ H, F ∈ L2(0, T ;H), F̃ , F̃ ′ ∈ L2(0, T ;V ∗).
For the posed abstract problem the following theorem is true.
Theorem 2. If the conditions (4)-(6) are valid, then the problem (7),

(8) possesses a unique solution y, which satisfies the energy equality

a(y′(t), y′(t)) + b1(y(t), y(t)) + 2

t∫
0

b2(y(τ), y′(τ))dτ

+2

t∫
0

l(y′(τ), y′(τ))dτ = a(y1, y1) + b1(y0, y0) + 2

t∫
0

(F (τ), y′(τ))Hdτ

+2〈F̃ (t), y(t)〉 − 2〈F̃ (0), y0〉 − 2

t∫
0

〈F̃ ′(τ), y(τ)〉dτ, ∀t ∈ [0, T ].

The existence result of Theorem 2 can be proved in a standard way
applying Faedo-Galerkin’s method [24], while the energy equality can be
obtained through the usual regularization and limiting procedure.

In the present paper we consider the particular case of the body Ω∗,
when the Lipschitz domain Ω is of the following form

Ω = {(x1, x2, x3) ∈ R3; h−(x1, x2) < x3 < h+(x1, x2), (x1, x2) ∈ ω},
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where ω ⊂ R2 is a two-dimensional domain with boundary ∂ω, h+ and h−

are Lipschitz continuous on ω, i.e. h± ∈ Lip(ω), h+(x1, x2) > h−(x1, x2),
for (x1, x2) ∈ ω ∪ γ1, γ1 ⊂ ∂ω, and h+(x1, x2) = h−(x1, x2), for (x1, x2) ∈
γ2 = ∂ω\γ1. For each diffeomorphism θ, the obtained body Ω∗ can be con-
sidered as an elastic shell with thickness vanishing on a part of the bound-
ary, which coincides with well-known shell-type bodies, when θ(x1, x2, x3) =
θ1(x1, x2, x3)+x3θ2(x1, x2, x3), (x1, x2, x3) ∈ Ω. The upper and lower faces
of Ω, which are given by the equations x3 = h+(x1, x2) and x3 = h−(x1, x2),
(x1, x2) ∈ ω, we denote by Γ+ and Γ−, respectively, and the lateral face we
denote by Γ̃ = ∂Ω\(Γ+ ∪ Γ−). We assume that the shell is clamped on the
part θ(Γ0) of the lateral face, where Γ0 = {(x1, x2, x3) ∈ Γ̃; (x1, x2) ∈ γ0 ⊂
γ1}, γ0 is a Lipschitz curve.

Let us consider the subspaces VN(Ω) and HN(Ω), N = (N1, N2, N3),
of V(Ω) and L2(Ω), respectively, which consist of vector functions the i-th
(1 ≤ i ≤ 3) components of which are polynomials of degree Ni ≥ 0 with
respect to the variable x3, i.e. the subspaces VN(Ω) and HN(Ω) are given
as follows

VN(Ω) = {vN = (vNi)3i=1 ∈ H1(Ω); vNi =
Ni∑

ri=0

1
h

(
ri +

1
2

)
ri
vNi Pri(z),

trΓ0(vNi) ≡ 0,
ri
vNi∈ L2(ω), 0 ≤ ri ≤ Ni, i = 1, 3},

HN(Ω) = {vN = (vNi)3i=1 ∈ L2(Ω); vNi =
Ni∑

ri=0

1
h

(
ri +

1
2

)
ri
vNi Pri(z),

ri
vNi∈ L2(ω), 0 ≤ ri ≤ Ni, i = 1, 3},

where z = (x3 − h̄)/h, h = (h+ − h−)/2, h̄ = (h+ + h−)/2 and Pr is the
Legendre polynomial of order r ∈ N ∪ {0}.

In order to construct dynamical two-dimensional models of elastic shell
we consider the original three-dimensional problem (1), (2) on the subspaces
VN(Ω) and HN(Ω): Find a vector function wN ∈ C([0, T ];VN(Ω)), w′

N ∈
C([0, T ];HN(Ω)), which satisfies the equation

d

dt
(Gw′

N(.),vN)L2(Ω) +A(wN(.),vN) = L(vN), ∀vN ∈ VN(Ω), (9)

in the sense of distributions in (0, T ), together with the following initial
conditions

wN(0) = ϕN, w′
N(0) = ψN, (10)

where ϕN ∈ VN(Ω) and ψN ∈ HN(Ω).
From the definition of the space HN(Ω), taking into account the orthog-

onality property of the Legendre polynomials, it follows that vN ∈ HN(Ω)
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if and only if h−1/2 ri
vNi∈ L2(ω), ri = 0, Ni, i = 1, 3. Since h± ∈ Lip(ω)

and h is positive in ω from Rademacher’s theorem [25] we have that h+, h−

and 1/h are differentiable almost everywhere in ω, ∂αh
± ∈ L∞(ω),α = 1, 2

and ∂α(1/h) ∈ L∞(ω̂), for all subdomains ω̂ ⊂ ω, ∂ω̂ ∩ γ1 ⊂ γ1. For any
vector function vN = (vNi)3i=1 ∈ VN(Ω) the following equality is valid in
the sense of distributions in ω

∂α
ri
vNi=

h+∫
h−

(∂α vNi)Pri(z)dx3 +

h+∫
h−

vNi ∂α(Pri(z))dx3 +

+trΓ+(vNi)∂αh
+ − trΓ−(vNi)∂αh

−(−1)ri , (11)

where ri = 0, Ni, i = 1, 3. The right-hand side of the equality (11) belongs
to the space L2(ω̂), ω̂ ⊂ ω, and hence

ri
vNi∈ H1(ω̂), i.e.

ri
vNi∈ H1

loc(ω), ri =
0, Ni, i = 1, 3. Applying the expressions for derivatives of the Legendre
polynomials

P ′r(t) =
r−1∑
s=0

(
s+

1
2

)
(1− (−1)r+s)Ps(t),

tP ′r(t) = rPr(t) +
r−1∑
s=0

(
s+

1
2

)
(1 + (−1)r+s)Ps(t),

r ∈ N, (12)

we obtain that for any vN = (vNi)3i=1 ∈ VN(Ω),

∂αvNi =
Ni∑

ri=0

1
h

(
ri +

1
2

)
Pri(z)

(
∂α

ri
vNi −(ri + 1)

∂αh

h

ri
vNi −

−
Ni∑

si=ri+1

si
vNi

h

(
si +

1
2

)
(∂αh

+ − (−1)ri+si∂αh
−)

)
, (13)

∂3vNi =
Ni∑

ri=0

1
h

(
ri +

1
2

)
Pri(z)

Ni∑
si=ri

1
h

(
si +

1
2

)
(1− (−1)ri+si)

si
vNi, (14)

and using the orthogonality property of the Legendre polynomials we infer
the explicit expression for the norm ‖.‖∗ of ~vN in the space [H1

loc(ω)]N1,2,3 ,
N1,2,3 = N1 +N2 +N3 + 3, with components

ri
vNi, ri = 0, Ni, i = 1, 3, such
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that ‖~vN‖∗ = ‖vN‖H1(Ω),

‖~vN‖2
∗ =

3∑
q=1

 Nq∑
rq=0

(
rq +

1
2

)∥∥∥h−1/2 sq
vNq

∥∥∥2

L2(ω)
+

+
Nq∑

sq=0

(
sq +

1
2

)∥∥∥∥∥∥
Nq∑

rq=sq

(
rq +

1
2

)
(1− (−1)rq+sq)h−3/2 rq

vNq

∥∥∥∥∥∥
2

L2(ω)

+

+
2∑

α=1

Nq∑
sq=0

(
sq +

1
2

)∥∥∥h−1/2∂α
sq
vNq −(sq + 1)h−3/2∂αh

sq
vNq −

−
Nq∑

rq=sq+1

(
rq +

1
2

)
(∂αh

+ − (−1)rq+sq∂αh
−)h−3/2 rq

vNq

∥∥∥2

L2(ω)

)
, (15)

where we assume that the sum with lower limit greater than the upper one
equals to zero. From (15) we step by step deduce that h−3/2 ri

vNi∈ L2(ω) and
h−1/2∂α

ri
vNi∈ L2(ω), α = 1, 2, for ri = Ni, Ni − 1, Ni − 2, ..., 1, i = 1, 2, 3.

Moreover, from (11) it follows that
0
vNi∈ H1(ω) and thus

ri
vNi∈ H1(ω), for

all 0 ≤ ri ≤ Ni, i = 1, 3.
So, the problem (9), (10) is equivalent to the following initial boundary

value problem on two-dimensional space domain: Find the unknown vector
function ~wN ∈ C([0, T ]; ~VN(ω)), ~w′N ∈ C([0, T ]; ~HN(ω)), which satisfies the
equation

d

dt
GN(~w′N(.), ~vN) +AN(~wN(.), ~vN) = LN(~vN), ∀~vN ∈ ~VN(ω), (16)

in the sense of distributions in (0, T ), together with the initial conditions

~wN(0) = ~ϕN, ~w′N(0) = ~ψN, (17)

where the spaces ~VN(ω) = {~vN = (
ri
vNi) ∈ [H1(ω)]N1,2,3 ; ‖~vN‖∗ < ∞,

trγ0(~vN) ≡ 0} and ~HN(ω) = {~vN ∈ [L2(ω)]N1,2,3 ; ‖~vN‖2
~HN(ω)

=
3∑

i=1

Ni∑
ri=0

‖h−1/2 ri
vNi ‖2

L2(ω) < ∞} correspond to the spaces VN(Ω) and HN(Ω),
respectively, the bilinear forms GN(~w′N(.), ~vN) and AN(~wN(.), ~vN) are the
forms (Gw′

N,vN)L2(Ω) and A(wN,vN) considered with respect to the com-

ponents
ri
wNi and

ri
vNi of ~wN and ~vN. The initial data ~ϕN ∈ ~VN(ω) and

~ψN ∈ ~HN(ω) correspond to the initial data ϕN and ψN, respectively, and
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the form LN(.) can be expressed as follows

LN(~vN) =
3∑

i=1

Ni∑
ri=0

∫
ω

1
h

(
ri +

1
2

) ri

f i
g

ri
vNi dω +

3∑
i=1

∫
ω

(
κ+ σg,i|Γ+

Ni∑
ri=0

1
h

(
ri +

1
2

)
ri
vNi + κ− σg,i|Γ−

Ni∑
ri=0

1
h

(
ri +

1
2

)
(−1)ri

ri
vNi

)
dω +

+
3∑

i=1

Ni∑
ri=0

∫
γ̃0

1
h

(
ri +

1
2

)
ri
σg,i trγ̃0

(
ri
vNi)dγ,

where γ̃0 = γ1\γ0, κ± = (1 +
2∑

α=1
(∂αh

±)2)1/2, σg = σ
√
g, ~σg,N = (

ri
σg,i),

ri

f i
g=

h+∫
h−

f i√gPri(z)dx3,
ri
σg,i=

h+∫
h−

σi
√
gPri(z)dx3, ri = 0, Ni, i = 1, 2, 3.

Note that in particular case, when θ(x) = θ1(x1, x2) + x3θ2(x1, x2), it
can be written the explicit expressions for the bilinear forms GN(., .) and
AN(., .), which are obtained in the papers [12, 16]. For the two-dimensional
problem (16), (17) we have the following theorem.

Theorem 3. If the Lame constants µ > 0, 3λ + 2µ > 0 and ~ϕN ∈
~VN(ω), ~ψN ∈ ~HN(ω), h−1/2

ri

f i
g∈ L2(0, T ;L2(ω)), κ3/4

± σg|Γ± , κ3/4
± (σg|Γ±)′ ∈

L2(0, T ;L4/3(ω)), h−1/4 ri
σg,i, h−1/4(

ri
σg,i)′ ∈ L2(0, T ;L4/3(γ̃0)), ri = 0, Ni,

i = 1, 3, then the problem (16), (17) possesses a unique solution.
Proof. From the definition of the spaces ~VN(ω) and ~HN(ω) it follows,

that ~VN(ω) and ~HN(ω) are Hilbert spaces, ~VN(ω) is a subspace of ~HN(ω)
and since [D(ω)]N1,2,3 ⊂ ~VN(ω) is dense in ~HN(ω) we deduce that ~VN(ω)
is dense in ~HN(ω). Moreover, applying imbedding and trace theorems for
Sobolev spaces for any v = (vi) ∈ H1(Ω) we have that trΓ(v) ∈ L4(Γ) and
‖trΓ(v)‖L4(Γ) ≤ c ‖v‖H1(Ω) . Therefore, for each ~vN = (

ri
vNi) ∈ ~VN(ω) we

have ∫
ω

κ±

(
Ni∑

ri=0

1
h

(
ri +

1
2

)
ri
vNi (±1)ri

)4

dω =

=
∫
Γ±

(trΓ±(vNi))4dΓ± ≤ c1‖vN‖4
H1(Ω) = c1‖~vN‖4

∗,
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∫
γ̃0

h−3(trγ̃0
(

ri
vNi))4dγ̃0 ≤

∫
γ̃0

h−3

 h+∫
h−

(tr
Γ̃0

(vNi))2dx3
2h

2ri + 1


2

dγ̃0 ≤

≤ 8
(2ri + 1)2

∫
Γ̃0

(
tr

Γ̃0
(vNi)

)4
dΓ ≤ c2‖vN‖4

H1(Ω) = c2‖~vN‖4
∗,

and hence κ1/4
±

Ni∑
ri=0

1
h

(
ri +

1
2

)
ri
vNi (±1)ri ∈ L4(ω) = (L4/3(ω))∗, h−3/4

trγ̃0
(

ri
vNi) ∈ L4(γ̃0) = (L4/3(γ̃0))∗, ri = 0, Ni, i = 1, 3. Consequently, we

can use Theorem 2 with V = ~VN(ω), H = ~HN(ω) and suitable F, F̃ defined

by
ri

f i
g, σg|Γ± ,

ri
σg,i (ri = 0, Ni, i = 1, 3), and hence the problem (16), (17)

has a unique solution. 2

So, applying variational approach, we have constructed the hierarchy
of dynamical two-dimensional models for elastic shell in curvilinear coor-
dinates and have investigated the existence and uniqueness of solution of
the corresponding initial boundary value problems in Sobolev spaces. In
order to complete the justification of the obtained models it’s necessary
to study the relation of the two-dimensional problems (16), (17) and the
original three-dimensional one. In the following theorem we formulate the
approximation result, but before let us introduce the following anisotropic
Sobolev spaces

H1,1,s(Ω) = {v ∈ H1(Ω); ∂k−1
3 v ∈ H1(Ω), for k = 2, 3, ..., s}, s ∈ N.

Note that H1,1,s(Ω) is a Hilbert space for each s ∈ N. For simplicity of
notes the norms in the spaces V(Ω) and L2(Ω) we denote by ‖.‖ and |.|,
respectively.

Theorem 4. If the Lamé constants satisfy the following conditions
µ > 0, 3λ + 2µ > 0, f ∈ L2(0, T ;L2(Ω)), σ, σ′ ∈ L2(0, T ;L4/3(Γ1)),
ϕ ∈ V(Ω), ψ ∈ L2(Ω) and the vector functions of three variables ϕN and
ψN

ϕN = (ϕNi)
3
i=1, ϕNi =

Ni∑
ri=0

1
h

(
ri +

1
2

)
ri
ϕNi Pri(z),

ψN = (ψNi)
3
i=1, ψNi =

Ni∑
ri=0

1
h

(
ri +

1
2

)
ri

ψNi Pri(z),

i = 1, 2, 3,

corresponding to ~ϕN = (
ri
ϕNi), ~ψN = (

ri

ψNi) tend to ϕ and ψ, as N =
min

1≤i≤3
{Ni} → ∞, in the spaces V(Ω) and L2(Ω), respectively, then the
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vector function

wN(t) = (wNi(t))
3
i=1, wNi(t) =

Ni∑
ri=0

1
h

(
ri +

1
2

)
ri
wNi (t)Pri(z), i = 1, 3,

restored from the solution ~wN(t) = (
ri
wNi (t)) of the two-dimensional prob-

lem (16), (17) tends to the solution u(t) of the three-dimensional problem
(1), (2) in the space V(Ω),

wN(t) → u(t) in V(Ω),
w′

N(t) → u′(t) in L2(Ω),
as N →∞, ∀t ∈ [0, T ].

Moreover, if u satisfies additional conditions u ∈ L2(0, T ;H1,1,s0(Ω)), u′ ∈
L2(0, T ;H1,1,s1(Ω)), u′′ ∈ L2(0, T ;H1,1,s2(Ω)), s0 ≥ s1 ≥ s2 ≥ 1, s1 ≥ 2,
then for appropriate initial data ~ϕN, ~ψN the following estimate is valid

|u′(t)−w′
N(t)|2 + ‖u(t)−wN(t)‖2 ≤ 1

N2s
o(T,N), ∀t ∈ [0, T ],

where s = min{s2, s1 − 1} and o(T,N) → 0 as N →∞.
Proof. First we obtain the estimate of modelling error given in the

theorem. Since the solution u of the three-dimensional problem satisfies
the equation (1) for all v ∈ V(Ω) and VN(Ω) is a subspace of V(Ω), hence
u satisfies it for all vN ∈ VN(Ω), i.e.

d

dt

(
Gu′,vN

)
L2(Ω)

+A (u,vN) = L(vN), ∀vN ∈ VN(Ω),

in the sense of distributions in (0, T ). Moreover, wN satisfies the equation
(9) and from the latter equation we have

d

dt

(
G(u−wN)′,vN

)
L2(Ω)

+A (u−wN,vN) = 0, ∀vN ∈ VN(Ω).

Suppose that the additional regularity conditions of the theorem are ful-
filled, i.e. dpu/dtp ∈ L2(0, T ;H1,1,sp(Ω)), sp ∈ N, p = 0, 2, s0 ≥ s1 ≥ s2 ≥
1, s1 ≥ 2. From the regularity theorems we obtain u ∈ C([0, T ];H1,1,s1(Ω)),
u′ ∈ C([0, T ];H1,1,s2(Ω)) [24] and hence ϕ ∈ H1,1,s1(Ω), ψ ∈ H1,1,s2(Ω).
Let us consider the Fourier-Legendre expansion of the functions ui with
respect to the variable x3. We denote by uNi the following approximation
of ui, which is a polynomial of degree Ni with respect to the variable x3

uNi =
Ni∑

ri=0

1
h

(
ri +

1
2

)
uiPri(z) +

Ni+1∑
ri=Ni

1
2

ri

∂3ui Pri−1(z),
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where for any v ∈ L2(Ω) we denote
r
v=

h+∫
h−

vPr(z)dx3, r ∈ N ∪ {0}. The

remainder term we denote by εN = (εNi)3i=1 and hence ui = uNi + εNi,
i = 1, 2, 3. Let the components of the initial conditions ~ϕN = (

ri
ϕNi) and

~ψN = (
ri

ψNi) of the reduced problem (16), (17) be given as follows: for
i = 1, 2, 3,

ri
ϕNi=

h+∫
h−

ϕiPri(z)dx3,
ri

ψNi=

h+∫
h−

ψiPri(z)dx3, 0 ≤ ri ≤ Ni − 2,

ri
ϕNi=

h+∫
h−

ϕiPri(z)dx3 +
h

2ri + 1

h+∫
h−

∂3ϕiPri+1(z)dx3,

ri

ψNi=

h+∫
h−

ψiPri(z)dx3 +
h

2ri + 1

h+∫
h−

∂3ψiPri+1(z)dx3,

ri = Ni − 1, Ni.

The conditions of the theorem imply that uN = (uNi) ∈ C([0, T ];VN(Ω)),
u′N ∈ C([0, T ]; HN(Ω)). Indeed, since u ∈ C([0, T ]; H1,1,s1(Ω)) we have
∂3u ∈ C([0, T ];H1,1,s1−1(Ω)) and from the condition tr(u) ≡ 0 on Γ0 it
follows that trΓ0(uNi) ≡ 0 (i = 1, 3). Applying the following formulas for
the Legendre polynomials and their derivatives

Pr(t) =
1

2r + 1
(P ′r+1(t)− P ′r−1(t)), r ≥ 1,

tP ′r(t) = P ′r+1(t)− (r + 1)Pr(t), r ≥ 0,

we obtain for almost all (x1, x2) ∈ ω,

r
ui (x1, x2) =

h

2r + 1

(
r−1
∂3ui (x1, x2)−

r+1
∂3ui (x1, x2)

)
, r ≥ 1, (18)

∂α(
(r)
ui) =

(r)

∂αui +
∂αh

h
r

(r)
ui +∂αh̄

(r)

∂3ui +
∂αh

h

(
r +

1
2

)
r+1
∂3u, r ≥ 0, (19)

where α = 1, 2, i = 1, 3,
(r)
v =

1
h

(
r +

1
2

)
r
v, r ≥ 0, for all v ∈ L2(Ω).

Using the formulas (18), (19) and the expressions (12) for derivatives of the
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Legendre polynomials, we obtain

∂3(uNi) =
Ni−1∑
ri=0

1
h

(
ri +

1
2

)
ri

∂3ui Pri(z),

∂α(uNi) =
Ni∑

ri=0

1
h

(
ri +

1
2

)
ri

∂αui Pri(z) +
∂αh̄

h

(
Ni +

1
2

)
Ni

∂3ui PNi(z)+

+
Ni+1∑
ri=Ni

∂αh

h

ri

∂3ui

(
ri +

1
2

)
Pri−1(z) +

Ni+1∑
ri=Ni

1
2

(
ri

∂α∂3ui +

+∂αh̄
ri

∂3∂3ui +∂αh
ri+1

∂3∂3ui

)
Pri−1(z),

for i = 1, 3, α = 1, 2. Hence from the conditions ui, ∂3ui ∈ C([0, T ];H1(Ω))
and u′i ∈ C([0, T ];H1(Ω)), it follows that uNi ∈ C([0, T ]; H1(Ω)), u′Ni ∈
C([0, T ]; L2(Ω)), i = 1, 3. Since ϕ ∈ H1,1,s1(Ω), ψ ∈ H1,1,s2(Ω) we similarly
obtain that ϕN = (ϕNi) ∈ VN(Ω) and ψN = (ψNi) ∈ HN(Ω).

Consequently, the vector function ∆N = uN−wN ∈ C([0, T ];VN(Ω)),
∆′

N ∈ C([0, T ];HN(Ω)), is a solution of the following problem

d

dt

(
G∆′

N,vN

)
L2(Ω)

+A (∆N,vN) = −
(
(Gε′′N,vN)L2(Ω)+

+A(εN,vN)) , ∀vN ∈ VN(Ω),

∆N(0) = uN(0)−ϕN = 0, ∆′
N(0) = u′N(0)−ψN = 0.

(20)

Applying Theorem 2 to the problem (20), we obtain the corresponding
energy equality(
G∆′

N(t),∆′
N(t)

)
L2(Ω)

+A(∆N(t),∆N(t)) = −2A (εN(t),∆N(t))−

−2

t∫
0

(
Gε′′N(τ),∆′

N(τ)
)
L2(Ω)

dτ + 2

t∫
0

A
(
ε′N(τ),∆N(τ)

)
dτ, ∀t ∈ [0, T ].

Since the bilinear form A is coercive on V(Ω), the matrix G is symmet-
ric and uniformly positive-definite, and V(Ω) is continuously imbedded in
L2(Ω), from the latter equality we have for all t ∈ [0, T ],

|∆′
N(t)|2 + ‖∆N(t)‖2 ≤ c1

 t∫
0

(
|∆′

N(τ)|2 + ‖∆N(τ)‖2
)
dτ +

+

t∫
0

∣∣ε′′N(τ)
∣∣2 dτ + ‖εN(t)‖2 +

t∫
0

‖ε′N(τ)‖2dτ

 , c1 = const > 0,
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and by Gronwall’s lemma we obtain that

|∆′
N(t)|2 + ‖∆N(t)‖2 ≤ c2

 t∫
0

∣∣ε′′N(τ)
∣∣2 dτ+

+ ‖εN(t)‖2 +

t∫
0

‖ε′N(τ)‖2dτ

 , ∀t ∈ [0, T ]. (21)

Applying the orthogonality of the Legendre polynomials, the expres-
sions for the functions uNi, ∂3(uNi), ∂α(uNi) (α = 1, 2) and the Parseval
relation, we obtain

‖εNi‖2
L2(Ω) =

∞∑
ri=Ni+1

∫
ω

1
h

(
ri +

1
2

)
(

ri
ui)2dω+

Ni∑
ri=Ni−1

∫
ω

h

2(2ri + 1)
(

ri+1

∂3ui)2dω,

‖∂3(εNi)‖
2
L2(Ω) =

∞∑
ri=Ni

∫
ω

1
h

(
ri +

1
2

)
(

ri

∂3ui)2dω,

‖∂α(εNi)‖
2
L2(Ω) ≤ 3

 ∞∑
ri=Ni+1

∫
ω

1
h

(
ri +

1
2

)
(

ri

∂αui)2dω+

+
Ni∑

ri=Ni−1

∫
ω

h

2(2ri + 1)

(
ri+1

∂α∂3ui +∂αh̄
ri+1

∂3∂3ui +∂αh
ri+2

∂3∂3ui

)2

dω+

+
∫
ω

(∂αh̄)2

h

(
Ni +

1
2

)
(

Ni

∂3ui)2dω +
Ni+1∑
ri=Ni

∫
ω

(∂αh)2

h

(2ri + 1)2

2(2ri − 1)
(

ri

∂3ui)2dω

 ,

for α = 1, 2, i = 1, 3. Using (18) we get that for any vector function
v = (vi) ∈ H1,1,n(Ω), n ∈ N,

∫
ω

 h+∫
h−

∂α1
3 ∂α2

k viPr(z)dx3


2

dω ≤

≤ c3
r2n̂

r+n̂∑
l=r−n̂

∫
ω

h2n̂

 h+∫
h−

∂n−α2
3 ∂α2

k viPl(z)dx3


2

dω,

where r ≥ n̂ = n− α1 − α2, α1, α2 = 0, 1, k, i = 1, 2, 3, and c6 = const > 0
is independent of h+, h− and r.
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From the latter estimate it follows that

T∫
0

‖εNi
′′(τ)‖2

L2(Ω)dτ ≤
1

N2s2
i

o(T,Ni),

T∫
0

‖εNi
′(τ)‖2

H1(Ω)dτ ≤
1

N
2(s1−1)
i

o(T,Ni),

where o(T,Ni) → 0 as Ni →∞, i = 1, 2, 3.
Since u ∈ C([0, T ];H1,1,s1(Ω)), u′ ∈ C([0, T ];H1,1,s2(Ω)) we have

‖εNi(t)‖2
H1(Ω) ≤

1

N
2(s1−1)
i

o(T,Ni),

‖εNi
′(t)‖2

L2(Ω) ≤
1

N2s2
i

o(T,Ni),
∀t ∈ [0, T ], (22)

where o(T,Ni) → 0 as Ni →∞, i = 1, 2, 3.
So, the inequality (21) implies that

|u′(t)−w′
N(t)|2 + ‖u(t)−wN(t)‖2 ≤ 2

(
|ε′N(t)|2 + |∆′

N(t)|2+

+ ‖εN(t)‖2 + ‖∆N(t)‖2
)
≤ 1
N2s

o(T,N), ∀t ∈ [0, T ],

where o(T,N) → 0 as N = min
1≤k≤3

{Nk} → ∞, and s = min{s2, s1 − 1}.
Now let us prove the convergence result formulated in the theorem. The

conditions of the theorem ensure the validity of the conditions of Theorem
3. Hence for each N ∈ [N ∪ {0}]3 the two-dimensional problem (16), (17)
possesses a unique solution ~wN(t) and it satisfies the corresponding energy
equality, which can be rewritten as follows:(

Gw′
N(t),w′

N(t)
)
L2(Ω)

+A(wN(t),wN(t)) =

= (GψN,ψN)L2(Ω) +A(ϕN,ϕN) + 2L̃(wN)(t), ∀t ∈ [0, T ]. (23)

As ϕN → ϕ in V(Ω) and ψN → ψ in L2(Ω), from (23), applying Gronwall’s
lemma, we obtain that for all t ∈ [0, T ],

|w′
N(t)|2 + ‖wN(t)‖2 ≤ c4

|ψ|2 + ‖ϕ‖2 +

T∫
0

|f(τ)|2dτ+

+2 max
0≤t≤T

‖σ(t)‖2
[L4/3(Γ1)]3

+

T∫
0

∥∥σ′(τ)∥∥2

[L4/3(Γ1)]3
dτ

 . (24)
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Hence the sequence {wN} belongs to the bounded set of L∞(0, T ;V(Ω))
∩ L2(0, T ;V(Ω)), while {w′

N(t)} belongs to the bounded set of the space
L∞(0, T ;L2(Ω))∩L2(0, T ;L2(Ω)). Consequently, there exists a subsequence
{wν}, ν = (νk), of {wN} such that

wν → ũ
weakly in L2(0, T ;V(Ω)),
weakly- ∗ in L∞(0, T ;V(Ω)),

w′
ν → ũ′

weakly in L2(0, T ;L2(Ω)),
weakly- ∗ in L∞(0, T ;L2(Ω)),

as min
1≤k≤3

{νk} → ∞. (25)

Let us prove that ũ is a solution of the problem (1), (2). Note that
any vector function v ∈ V(Ω) can be extended on domain Ω̂, Ω ⊂ Ω̂,
∂Ω̂∩∂Ω = Γ0 and the mentioned extension belongs to the space H1

0(Ω̂) [22].
Since [D(Ω̂)]3 is dense in H1

0(Ω̂), we deduce that the set [C∞(Ω)]3∩V(Ω) is
dense in V(Ω). Applying the estimates (22), we obtain that for any vector
function v ∈ [C∞(Ω)]3 ∩V(Ω) there exists a sequence of vector functions
from VN(Ω), which converges to v. Consequently, the union

⋃
N≥0

VN(Ω)

of VN(Ω) for all N ∈ [N]3 is dense in [C∞(Ω)]3∩V(Ω) and hence in V(Ω).
So, for any v = (vi) ∈ V(Ω) there exists vN = (vNi) ∈ VN(Ω) such that
vN → v in V(Ω) as N →∞. Then for any scalar function ζ ∈ D(0, T ) and
ζ = ζv, ζN = ζvN we have

ζN → ζ in L2(0, T ;V(Ω)),
ζ′N → ζ′ in L2(0, T ;V(Ω)),

as min
1≤k≤3

{Nk} → ∞. (26)

Using the sequence {ζN}, from (9), (25) and (26) we obtain that ũ satisfies
the equation (1) and ũ ∈ L∞(0, T ;V(Ω)), ũ′ ∈ L∞(0, T ;L2(Ω)).

Therefore, ũ ∈ C([0, T ];L2(Ω)) ∩ L∞(0, T ;V(Ω)), ũ′ ∈ C([0, T ];V∗(Ω))
∩ L∞(0, T ;L2(Ω)) (V∗(Ω) denotes the dual space of V(Ω)). Consequently,
ũ and ũ′ are scalarly continuous from [0, T ] to the spaces V(Ω) and L2(Ω)
[24], respectively. Note that ũ satisfies the energy equality (3), from
which we obtain the continuity of ũ and ũ′, ũ ∈ C([0, T ];V(Ω)), ũ′ ∈
C([0, T ];L2(Ω)) and, as ϕN → ϕ in V(Ω), ψN → ψ in L2(Ω), the vector
function ũ satisfies the initial conditions (2). Since the problem (1), (2)
has a unique solution we have ũ = u and the sequence {wN} possesses the
properties (25).

Let us prove that {wN} possesses the convergence properties stated in
the theorem. From the energy equalities (3) and (23) for u(t) and wN(t)
we obtain the following equality for their difference dN(t) = u(t)−wN(t):(

Gd′N(t),d′N(t)
)
L2(Ω)

+A(dN(t),dN(t)) =
(
Gd′N(0),d′N(0)

)
L2(Ω)

+
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+A(dN(0),dN(0)) + 2L̃(dN)(t) + 2JN(t), ∀t ∈ [0, T ],

where

JN(t) = (Gψ,ψN)L2(Ω) +A(ϕ,ϕN)−A(u(t),wN(t))−

−
(
Gu′(t),w′

N(t)
)
L2(Ω)

+ 2L̃(wN)(t).

From (24) it follows that for each t ∈ (0, T ] there exists a subsequence
{wν̄(t)} such that

wν̄(t) → χ1 weakly in V(Ω),
w′

ν̄(t) → χ2 weakly in L2(Ω),
as min

1≤k≤3
{ν̄k} → ∞. (27)

Let us take ζ̄ ∈ C1([0, T ]), ζ̄(0) = 0, ζ̄(t) 6= 0 and consider the vector
functions ζ̄ = ζ̄v, ζ̄N = ζ̄vN, which also possess the properties (26). Using
the formula for integration by parts we have

t∫
0

(w′
ν̄(τ), ζ̄ν̄(τ))L2(Ω)dτ = (wν̄(t), ζ̄ν̄(t))L2(Ω) −

t∫
0

(wν̄(τ), ζ̄′ν̄(τ))L2(Ω)dτ.

By (25)-(27), proceeding to the limit in the latter equality as min
1≤k≤3

{ν̄k} →
∞ we obtain

t∫
0

(u′(τ), ζ̄(τ))L2(Ω)dτ = (χ1, ζ̄(t))L2(Ω) −
t∫

0

(u(τ), ζ̄′(τ))L2(Ω)dτ.

Since

t∫
0

(u′(τ), ζ̄(τ))L2(Ω)dτ = (u(t), ζ̄(t))L2(Ω) −
t∫

0

(u(τ), ζ̄′(τ))L2(Ω)dτ,

we have that (u(t),v)L2(Ω) = (χ1,v)L2(Ω), for all v ∈ V(Ω), and the den-
sity of V(Ω) in L2(Ω) implies χ1 = u(t). Hence, as χ1 is unique and
equals to u(t) the sequence {wN(t)} converges to u(t) weakly in V(Ω) as
min

1≤i≤3
{Ni} → ∞, for all t ∈ (0, T ].

In addition, as wN satisfies the equation (9), using (25), (27) together
with the properties of the sequence {ζ̄ν̄} we obtain

(Gu′(t),v)L2(Ω) = (Gχ2,v)L2(Ω), ∀v ∈ V(Ω).
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From the latter it follows that χ2 = u′(t) having density of V(Ω) in L2(Ω)
and positive-definiteness of the matrix G. So the sequences {wN(t)} and
{w′

N(t)} possess the following properties

wN(t) → u(t) weakly in V(Ω),
w′

N(t) → u′(t) weakly in L2(Ω),
as min

1≤k≤3
{Nk} → ∞. (28)

Therefore, proceeding to the limit in JN(t) as min
1≤k≤3

{Nk} → ∞ and using

the energy equality (3), we obtain

JN(t) → (Gψ,ψ)L2(Ω) +A(ϕ,ϕ) + 2L̃(u)(t)−
−
(
Gu′(t),u′(t)

)
L2(Ω)

−A(u(t),u(t)) = 0, ∀t ∈ [0, T ]. (29)

From the equality for dN, as G is positive-definite and A is coercive on
V(Ω), it follows that

|d′N(t)|2 + ‖dN(t)‖2 ≤ c5

t∫
0

(
|d′N(τ)|2 + ‖dN(τ)‖2

)
dτ + c5 |2JN(t) +

+
(
Gd′N(0),d′N(0)

)
+A(dN(0),dN(0)) + 2L̃(dN)(t)

∣∣∣ , (30)

Due to the conditions of the theorem dN(0) → 0 strongly in V(Ω) and
d′N(0) → 0 strongly in L2(Ω) as min

1≤i≤3
{Ni} → ∞. Hence, (25), (28), (29)

imply that as N →∞,(
Gd′N(0),d′N(0)

)
L2(Ω)

+A(dN(0),dN(0)) + 2JN(t) + 2L̃(dN)(t) → 0.

Consequently, applying Gronwall’s lemma to (30), we obtain

|d′N(t)|2 + ‖dN(t)‖2 → 0 as min
1≤i≤3

{Ni} → ∞, ∀t ∈ [0, T ].

2
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